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Summary 

Brains perform with remarkable efficiency, are capable of prodigious computation, and are marvels of communication.   We are just beginning to understand some of the geometric, biophysical, and energy constraints that have governed the evolution of cortical networks. The goal of this workshop was to explore the large-scale organization of brain systems, with a focus on how the flow of information is regulated between brain areas.  Some of the issues that were explored include how the constraints from wiring and energy costs lead to sparse coding, how information distributed in different parts of the cortex can be rapidly accessed through reciprocal interactions between brain areas, and how the prefrontal areas affect processing in the sensory areas through feedback connections. 
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Program

Monday, 17 May

9:00-9:15 am 

Jan A. Witkowski, Banbury Center, Cold Spring Harbor Laboratory, Cold

Spring Harbor, New York:

Terry Sejnowski, The Salk Institute, San Diego, California:

Welcome and introductions.

9:15-12:15 pm SESSION 1: Constraints on Communication
Chair: Terry Sejnowski, The Salk Institute, San Diego, California

9:15-9:35 am Dmitri Chklovskii, Cold Spring Harbor Laboratory, 

Cold Spring Harbor,  New York:

Brain architecture maximizes neuronal connectivity while 

minimizing time delays.

9:35-9:45 am Discussion

9:45-10:05 am Eric Halgren, Massachusetts General Hospital, Charlestown:

Intracolumnar vs Intercolumnar communication in the human neocortex.

10:05-10:15 am Discussion

10:15:10:45 am Break

10:45-11:05 am Olivier Bertrand, INSERM, Lyon, France:

Functional modulations of local and long-distance beta/gamma oscillatory

synchronization: evidence from direct intracranial recordings in humans.

11:05-11:15 am Discussion

11:15-11:35 am Scott Makeig, University of California San Diego:

Multiscale evidence of multiscale brain communication.

11:35-11:45 am Discussion

11:45-12:15 pm General discussion

12:30 pm Luncheon at Robertson House

2:00-6:00 pm SESSION 2: Regulation of Communication
Chair: Scott Makeig, University of California San Diego

2:00-2:20 pm Pascal Fries, University of Nijmegen, The Netherlands:

Neuronal coherence in man and monkey.

2:20-2:30 pm Discussion

2:30-2:50 pm Elizabeth Buffalo, NIMH, NIH, Bethesda, Maryland:

Layer-specific attentional modulation of neuronal synchrony.

2:50-3:00 pm Discussion

3:00-3:20 pm Terry Sejnowski, The Salk Institute, San Diego, California:

Inhibitory mechanisms for attentional gain control.

3:20-3:30 pm Discussion

3:30-4:00 pm Break

4:00-4:20 pm Gregor Rainer, Max Planck Institute for Biological Cybernetics, 

Tubingen, Germany:

Phase locking of single neuron activity to theta oscillations during working

memory in monkey extrastriate visual cortex.

4:20-4:30 pm Discussion

4:30-4:50 pm Michael Kahana, Brandeis University, Waltham, Massachusetts:

Navigation and the hippocampus.

4:50-5:00 pm Discussion

5:00-5:20 pm Kai K. Kaila, University of Helsinki, Finland:

Infraslow oscillations in the immature and mature human cortex.

5:20-5:30 pm Discussion

5:30-6:00 pm General Discussion

6:15 pm Reception at Robertson House

7:30 pm Dinner at Robertson House

Tuesday, 18 May

7:30-8:45 am Breakfast at Robertson House

9:00-12:30 pm SESSION 3: Computation and Communication
Chair: Dana Ballard, University of Rochester

9:30-9:50 am Emilio Salinas, Wake Forest University of Medicine, Winston-Salem,

North Carolina:

Gain modulation as a mechanism for the selection of functional circuits.

9:50-10:00 am Discussion

10:00-10:20 am Rajesh Rao, University of Washington, Seattle:

Probabilistic models of cortical computation and communication.

10:20-10:30 am Discussion

10:30-11:00 am Break

11:00-11:20 am John H. Reynolds, The Salk Institute, La Jolla, California:

Surface-based attention determines dominance in binocular rivalry.

11:20-11:30 am Discussion

11:30-11:50 am Xiao-Jing Wang, Brandeis University, Waltham, Massachusetts:

A biophysical model of robust scalar timing.

11:50-12:00 pm Discussion

12:00-12:30 pm General Discussion

12:45 pm Luncheon at Robertson House

2:00-5:30 pm SESSION 4: Communication Infrastructure
Chair: Dmitri Chklovskii, Cold Spring Harbor Laboratory, Cold Spring

Harbor, New York

2:00-2:20 pm Rahul Sarpeshkar, Massachusetts Institute of Technology, Cambridge:

Hybrid computation with spikes.

2:20-2:30 pm Discussion

2:30-2:50 pm Dana Ballard, University of Rochester, New York:

Prospects for synchronous communication in the cortex.

2:50-3:00 pm Discussion

3:00-3:30 pm Break

3:30-4:00 pm General discussion

4:00-4:20 pm Giulio Tononi, University of Wisconsin-Madison:

Traveling waves and cortical connectivity.

4:20-4:30 pm Discussion

4:30-4:50 pm Rava da Silveira, Harvard University, Cambridge, Massachusetts:

Short paths and signal propagation in a Model Cortex.

4:50-5:00 pm Discussion

5:00-5:20 pm Partha Mitra, Cold Spring Harbor Laboratory, Cold Spring Harbor

Metabolic cost of readiness.

5:20-5:30 pm Discussion

6:00 pm Reception at Robertson House

7:00 pm Dinner at Robertson House

Wednesday, 19 May

9:00-12:30 pm SESSION 5: Command and Control of Communication
Chair: Terry Sejnowski, Salk Institute.

9:00-9:20 am Zachary F. Mainen, Cold Spring Harbor Laboratory, Cold Spring Harbor,

Prefrontal and olfactory cortical circuits engaged during 

odor discrimination in the rat.

9:20-9:30 am Discussion

9:30-9:50 am Robert T. Knight, University of California at Berkeley:

Prefrontal modulation of sensory processing.

9:50-10:00 am Discussion

10:00-10:30 am Break

10:30-11:00 pm General Discussion

12:15 pm Luncheon at Robertson House

Précis of the Workshop 

Neuronal networks have been extensively studied as computational systems, but they also serve as communications networks in transferring large amounts of information between brain areas. Long-range connections between cortical areas constitute the white matter and are expensive.  They occupy 44% of the cortical volume in humans. The thickness of gray matter, just a few mm, is nearly constant in species that range in brain volume over 5 orders of magnitude. The volume of the white matter scales approximately as the 4/3 power of the volume of the gray matter, which can be explained by the need to maintain a fixed bandwidth of long-distance communication capacity per unit area of the cortex. As Dmitri Chklovskii showed, the organization of cortical circuitry and the layout of cortical areas minimize the total lengths of the axons and dendrites. Rava da Silveira and Giulio Tononi showed how traveling waves of activity can  are supported by these patterns of connectivity.

The global connectivity in the cortex is very sparse and this too reduces the volume occupied by long range connections: The probability of any two cortical neurons having a direct connection is around one in a hundred for neurons in a vertical column, 1 mm in diameter, but only one in a million for distant neurons.  The distribution of wire lengths on chips follows an inverse power law, so that shorter wires also dominate. If we created a matrix with 1010 rows and columns to represent the connections between every pair of cortical neurons, it would have a relatively dense set of entries around the diagonal, but would have only sparse entries outside the diagonal, connecting blocks of neurons corresponding to cortical areas. 

The sparse long-range connectivity of the cortex may offer some of the advantages of small-world connectivity.  Thus, only a small fraction of the computation that occurs locally can be reported to other areas, through a small fraction of the cells that connect distant cortical areas; but this may be enough to achieve activity that is coordinated in distant parts the brain, as reflected in the synchronous firing of action potentials in these areas, supported by massive feedback projections between cortical areas and reciprocal interactions with the thalamus.

Despite the sparseness of the cortical connection matrix, the potential bandwidth of all of the neurons in the human cortex is around a Terabit/sec (assuming a maximum rate of 100 bit/sec over each axon in the white matter), comparable to the total world backbone capacity of the Internet in 2002. However, this capacity is never achieved in practice because only a fraction of cortical neurons have a high rate of firing at any given time.  Recent work suggests that another physical constraint, the provision of energy, limits the brain’s ability to harness its potential bandwidth.

Deep anesthesia blocks neural signaling and halves the brain’s energy consumption, suggesting that approximately 50% of the brain’s energy is used to drive signals along axons and across synapses. Partha Mitra showed that  this cost is important to keep the brain poised near threshold.  The remainder supports the maintenance of resting potentials and the vegetative function of neurons and glia. Cortical gray matter uses a higher proportion of total energy consumption for signaling, over 75%, because it is so richly interconnected with axons and synapses. From the amounts of energy used when neurons signal, one can calculate the volume of signal traffic that can be supported by the brain’s metabolic rate. for cerebral cortex the permissible traffic is less than 1 sec-1 in human. Given that the brain responds quickly, the permissible level of traffic is remarkably low and this metabolic limit must influence the way in which information is processed. Rahul Sarpeshkar showed how efficient computation is possible with a hybrid of analog signals and sparse spikes.  

Even in the absence of a sensory stimulus, there are ongoing sources of brain rhythms, including prominent sources that oscillate at 10 Hz, called alpha rhythms.  There are several sources of occipital alpha. There are others, centered over the motor cortex in the hand area, called mu rhythms, which precipitously quench after motor act, like pressing a button. It is now possible to discriminate among the various alpha rhythms and pick out their unique properties and roles.  When a sensory stimulus is presented to a human, the ongoing rhythms become phase-shifted so that within 100 ms they are reset.   When 100 single trials are averaged the resulting “event-related potential” (ERP) has a sequence of peaks and troughs that arise from this phase resetting of multiple sources.  The traditional way of interpreting the ERP is as a sequence of overlapping activations in different brain regions.  Scott Makeig has shown that when the stimulus first appears, it interacts with the ongoing background EEG generators, shifting the phase, and it is the phase shifting itself that gives rise to the peaks.   This tells us that we really should think of ERPs as being not separate from, but rather a property of, the on-going background EEG, the continuous, spontaneous activity. 

The modulation of the EEG with state of arousal and attention suggest that it might reflect more dynamic aspects of cortical processing.  Further insights into these elusive signals arise from directly recording the local field potentials (LFPs) from the cortex.  The same microelectrodes that are used to record from single neurons also carry low frequency information about population synaptic activity within a restricted region of a cortical column.  Normally the LFP is filtered out with a high pass filter, but there are further clues about how the brain regulates the flow of activity from an analysis of the LFP during an attention task in a monkey.

Pascal Fries and Elizabeth Buffalo have been investigating the synchrony of neurons in area V4 that respond to visual stimuli. Monkeys were trained to fixate on a central spot and to attend to either of two stimuli presented simultaneously and at the same eccentricity. One of the stimuli fell inside the receptive field of a neuron whose activity was recorded. Thus the responses to the same stimulus could be compared in two conditions, with visual attention inside or outside the neuron’s receptive field. At the same time, the local LFP was recorded from a nearby electrode.  The correlations between single neurons and the neighboring population became more synchronized at high frequencies (30–70 Hz) and less so at low frequencies (0–17 Hz).  Robert Knight showed localized pockets of high frequency oscillations in recordings from human prefrontal cortex.

How can changes in the degree of correlation be linked to attention?  Emilio Salinas and Terrence Sejnowski shown that the observed changes in synchrony in V4 could have a significant impact on the responses of downstream neurons.   Compared to the firing rate of a neuron in response to independent synaptic inputs impinging randomly, even a small amount of correlation in the impinging spike trains produce more output spikes.  This occurs in neurons in which the total excitatory and inhibitory inputs are roughly balanced, and as a consequence they are sensitive to the fluctuations in the membrane potential.  Correlations in the inhibitory inputs, which are concentrated near the soma of cortical pyramidal neurons, are particularly effective in enhancing the firing rates of neurons and could also serve as a mechanism for synchronizing thousands of cells in a cortical column.  These experimental and modeling studies suggest that top-down spatial attention can regulate the flow of information between populations of neurons in cortical areas through correlations in their spike trains:  Signals carried by neurons are boosted by increased their degree of synchrony.  Zach Mainen showed how different regions of the rat olfactory system are coordinated by temporal patterns of activity during odor discrimination.

The EEG is a global measure of correlations among distant regions of the brain.  Neurons that are firing spikes that are uncorrelated will result in incoherent electrical signals that will cancel at the level of the scalp.  Only those populations of neurons that have a significant degree of synchrony will contribute to the EEG.  This suggests that the EEG may provide valuable insights into the global regulation of information flow between the parts of the brain when the brain is engaged in a task.  This may explain why the EEG has not been helpful in uncovering how information is represented in the brain – the coherent signals are traces of a complex communication network that can be dynamically reconfigured by top-down planning, expectation and attention.  
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